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Abstract
We used a dataset of daily Bloomberg Financial Market Summaries from 2010 to 2023, reposted on large financial
media, to determine how global news headlines may affect stock market movements using ChatGPT and a two-stage
prompt approach. We document a statistically significant positive correlation between the sentiment score and
future equity market returns over short to medium term, which reverts to a negative correlation over longer horizons.
Validation of this correlation pattern across multiple equity markets indicates its robustness across equity regions and
resilience to non-linearity, evidenced by comparison of Pearson and Spearman correlations. Finally, we provide an
estimate of the optimal horizon that strikes a balance between reactivity to new information and correlation.
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1. Introduction

Finance has a longstanding tradition of employing
Natural Language Processing (NLP) to extract valu-
able insights from textual data and news (Tetlock,
2007; Schumaker and Chen, 2009). The financial
world has always been at the forefront of embrac-
ing technological innovation. From the inception
of electronic trading to the burgeoning realm of fin-
tech, financial services have undergone significant
evolution, especially with the arrival of AI and ML
technologies (Arner et al., 2015; Fatouros et al.,
2023).

Sentiment analysis stands out as a cornerstone
in this transformation (Poria et al., 2016). It plays a
crucial role in deciphering market sentiments, offer-
ing invaluable predictive insights. Historically, the fi-
nancial sector leaned on handpicked word lists and
basic ML techniques for sentiment analysis (Tet-
lock, 2007; Schumaker and Chen, 2009). Yet, with
NLP’s rapid advancements, a slew of advanced
methods has come to the fore. Models like BERT
and its finance-centric sibling, FinBERT, have ele-
vated sentiment analysis’s precision (Devlin et al.,
2018; Liu et al., 2021).

However, the financial realm brings its set of chal-
lenges for sentiment analysis (Loughran and Mc-
Donald, 2011). Financial news is a complex mesh
of domain-specific jargon and layered emotions. A
singular piece of news might carry different senti-
ments for multiple financial entities, making gen-
eral sentiment analysis tools potentially misleading.
News may also come after the facts and hence
have no real predictive power. Furthermore, these
tools often struggle with context-specific outputs,
making them less versatile in diverse scenarios
(Poria et al., 2017). Indeed, undertaking natural

language processing (NLP) in finance is notably
challenging due to the specificity of the corpus, as
evidenced by diverse studies on financial texts, sen-
timent lexicons, and financial reports across various
languages and financial systems (Li et al., 2022;
Moreno-Ortiz et al., 2020; Ghaddar and Langlais,
2020) and can require knowledge graph (Oksanen
et al., 2022) or language-specific corpus (Masson
and Paroubek, 2020; Jabbari et al., 2020; Zmandar
et al., 2022). Converting a sentiment score into an
investment strategy is notably difficult (Yuan et al.,
2020; Iordache et al., 2022)

With the advent of Large Language Models
(LLMs), an AI paradigm has emerged with transfor-
mative potential (George and George, 2023). GPT,
particularly its conversational variant, ChatGPT,
has shown promise in refining financial applica-
tions (OpenAI, 2023). By leveraging ChatGPT’s
prowess in language comprehension, financial en-
tities can enhance their sentiment analysis depth.
This proficiency translates to better-informed invest-
ment decisions, optimized risk management, and
more effective portfolio strategies. Furthermore,
ChatGPT’s capability to convey intricate financial
insights in understandable terms makes it a poten-
tial game-changer in democratizing financial knowl-
edge (Yue et al., 2023).

In this study, we design a sentiment analysis
of Bloomberg markets wrap news using ChatGPT.
Besides, we developed a two-step prompt-based
process to extract information from text and convert
this into a sentiment score. Finally, we show that
this score enables us to understand better the effect
of the news on the market especially regarding
cyclic and counter-cyclic behavior. To sum up, the
contributions of this paper are three folds:



1. We designed a two-step ChatGPT based senti-
ment analysis extraction from Bloomberg mar-
kets wrap news.

2. We proposed an index for assessing the ability
of ChatGPT to give a sentiment to the news.

3. We demonstrated that this score reveals sig-
nificant insights into market behavior and pos-
sesses robust predictive capabilities.

The rest of this paper is organized as follows.
Section 2 briefly reviews the related works. Section
3 describes our prompt design and explains how
using a two-step method for creating prompts can
lead to better sentiment scores than using a one-
step approach. Section 4 outlines the methodology
for calculating the sentiment score. Section 5 evalu-
ates the sentiment score validity. Section 6 discuss
the trade-off between using short term predictions
with lower correlation or longer period prediction
but with the disadvantage of slow reaction to new in-
formations. Section 7 review its robustness across
various markets. Finally Section 8 concludes.

2. Related works

In the realm of finance and economics, several
recent scholarly works have employed ChatGPT,
such as Hansen and Kazinnik (2023), Cowen and
Tabarrok (2023), Korinek (2023); Lopez-Lira and
Tang (2023), and Noy and Zhang (2023). Hansen
and Kazinnik (2023) elucidates how Large Lan-
guage Models (LLMs) like ChatGPT can deci-
pher Fedspeak, the nuanced language employed
by the Federal Reserve to convey monetary pol-
icy decisions. Lopez-Lira and Tang (2023) ex-
plains proper prompting for forecasting stock re-
turns. Both Cowen and Tabarrok (2023) and Ko-
rinek (2023) elaborate on ChatGPT’s utility in eco-
nomics education and research. Meanwhile, Noy
and Zhang (2023) underscores ChatGPT’s capa-
bility to augment productivity in professional writ-
ing tasks. Furthermore, Yang and Menczer (2023)
showcases ChatGPT’s aptitude for distinguishing
credible news outlets.

Simultaneously, research by Xie et al. (2023)
posits that ChatGPT’s performance is comparable
to rudimentary methods like linear regression for
numerical data-based prediction tasks. Addition-
ally, Ko and Lee (2023) endeavoured to employ
ChatGPT in portfolio selection, albeit without dis-
cernible success. Our hypothesis attributes these
varied outcomes to their reliance on historical nu-
merical data for prediction, whereas ChatGPT’s
forte lies in textual tasks.

Our paper offers a novel perspective on this body
of literature. It pioneers the assessment of Chat-
GPT’s proficiency in forecasting the trends in the

NASDAQ, a pivotal task for which it has not been ex-
plicitly trained, traditionally referred to as zero-shot
learning. Instead of leveraging finance-specific
data, we hinge on ChatGPT’s intrinsic NLP ca-
pabilities. Moreover, we introduce an innovative
prompting method to leverage ChatGPT’s analyti-
cal processes by finding headlines, then converting
these headlines into a sentiment, and finally aggre-
gating carefully these scores with both a cumulated
sum and a detrended process to filter out noise.
Such insights not only augment the nascent litera-
ture on deciphering intricate news with LLM models
but also differentiate our study from contemporane-
ous works that use chatGPT in a more brute-force
way.

3. Prompt engineering

3.1. Data collection
We collected Bloomberg Global Markets Wrap sum-
maries from 2010 to October 2023. We ignored
any text that is less than 600 characters long or
any news summary that is not explicitly a market
wrap by removing any text that does not contain
the keywords "market(s) wrap". Over 3600 news
items were collected for applying a two-step ap-
proach detailed in section 3.2. Considering that
these summaries encapsulate daily market devel-
opments across 10 to 20 headlines, the aggregate
dataset is indicative of 36 to 72 thousand compre-
hensive news items, meticulously curated and veri-
fied.

3.2. Two-step approach
We opted to decompose the instructions into
simpler and more straightforward tasks. In
accordance with the recommendations posited
in (Lopez-Lira and Tang, 2023), we devised two
prompts to refine the objectives for ChatGPT,
focusing on tasks empirically demonstrated to
align well with ChatGPT’s capabilities. Our first
prompt consisted of summarizing the text into titles
or headlines as follows:

First Prompt:

Assume you are an experienced asset man-
ager. Analyze the text between {} and identify
the predominant themes. For each theme, for-
mulate a compelling headline that encapsu-
lates its core message. Please arrange your
responses in a list format, ensuring a line break
after each headline.
Your list should contain a total of 15 distinct
headlines reflecting the respective themes and
presented in the following format:

2



1. Headline that encapsulates Theme 1
2. Headline that encapsulates Theme 2
...
15. Headline that encapsulates Theme 15
{INSERT_TEXT_HERE}

Our second prompt consisted of determining a
sentiment score on each headline:
Second Prompt:

Assume you are an experienced asset man-
ager. Your task is to assess the impact of
various economic events and trends on global
equities. For each numbered statement pro-
vided below between{}, classify its impact as
either "positive," "negative," or "indecisive".
{INSERT_TEXT_HERE}

For the two prompts, we used the gpt-4.0 version
of ChatGPT. The overall idea of this two-step ap-
proach is to ease the task of chatGPT and leverage
its capacity to make summaries and in a second
step find the tone or sentiment. We can now devise
an enhanced and more pertinent "Global Equities
Sentiment Indicator".

4. Global Equities Sentiment
Indicator

Definition 4.1. Daily Sentiment Score: Let us
denote hi as the ith headline scanned from the
daily news n and have two scoring functions that
are consistent, a positive one p(hi) which returns
1 if hi is positive, 0 otherwise and a negative one
n(hi) which returns 1 if hi is negative, 0 otherwise.

The sentiment score S for a day with N headlines
is given by:

S =

∑N
i=1 p(hi)−

∑N
i=1 n(hi)∑N

i=1 p(hi) +
∑N

i=1 n(hi)
(1)

The sentiment score S measures the relative
dominance of positive versus negative sentiments
in a day’s headlines. It satisfies a couple of simple
properties that are trivial to prove. As described in
table 1, once we have the daily individual positive
and negative score, the sentiment score is easily
computed. Moreover, the sentiment score satisfies
some properties as highlighted in proposition 1.
Proposition 1. The sentiment score S satisfies
some properties:

1. Boundedness: S is bounded as −1 ≤ S ≤ 1.

2. Symmetry: If sentiments of all headlines are
reversed, then S changes its sign.

3. Neutrality: S = 0 if there are equal numbers
of positive and negative headlines.

4. Monotonicity: S increases as the difference
between positive and negative headlines in-
creases.

5. Scale Invariance: S remains the same if we
multiply the number of both positive and nega-
tive headlines by a constant.

6. Additivity: The combined S for two sets of
headlines is the weighted average of their indi-
vidual S values.

Date Positive Negative Score
2010-01-04 11 3 0.57
2010-01-05 6 6 0.00

. . .
2023-11-21 8 3 0.45

Table 1: Sentiment Analysis Dataset

Figure 1 depicts the raw signal corresponding to
the score, which exhibits significant noise. Using
raw sentiment scores from daily news headlines of-
ten results in noisy and less interpretable outcomes.
To address this, we propose a cumulated sentiment
score over a specified period. This score aggre-
gates news sentiments over a duration, offering a
more comprehensive measure of the news impact
during that period.

Figure 1: Raw signal exhibiting significant noise

Definition 4.2. Cumulated Sentiment Score:We
defined a cumulative score as follows. Given:

• hi,t as the ith headline on day t.

• p(hi,t) and n(hi,t) as functions returning 1 for
positive and negative sentiments of hi,t respec-
tively, 0 otherwise.

• d as the duration.

The cumulated sentiment score Sd over period d
is:

Sd =

∑d
t=1

∑Nt

i=1 p(hi,t)−
∑d

t=1

∑Nt

i=1 n(hi,t)∑d
t=1

∑Nt

i=1 p(hi,t) +
∑d

t=1

∑Nt

i=1 n(hi,t)
(2)

with Nt being the number of headlines on day t.
The mathematical properties of proposition

1, that is boundedness, symmetry, neutrality,
monotonicity, scale invariance remains for the
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Figure 2: Cumulated sentiment score with d=20

cumulated sentiment score. Figure 2 illustrates
how the cumulated process diminishes the noise
within the signal.

The cumulative sentiment enabled us to obtain
the trend of the news rather than a momentary
snapshot of it, which appeared to be informative.

5. Evaluation of the Sentiment
Score’s Validity

5.1. Descriptive statistics
In order to evaluate the performance of our sen-
timent score to reveal information about the mar-
ket reaction, we consider two correlation metrics:
Pearson and Spearman coefficient as presented
in (Wilcox, 2010). While Pearson correlation co-
efficients capture linear relationship, the Spear-
man rank correlation coefficients are a measure of
the monotonic relation between the two variables
thanks to the ordering of the rank functions and can
deal with ordinal or non-normally distributed data,
providing a robust measure of association for non
linear data.

5.2. The Equity Data and Variable
Computation

To assess the robustness of the score, we com-
puted its correlation with diverse equity markets:
the SP 500, NASDAQ 100, Nikkei 225, Eurostoxx
50, FTSE 100, and MSCI Emerging Countries in-
dices. We call these markets respectively US, US
Tech, Japan, Europe, UK and Emerging equities
markets or simply by their region without mention-
ing equities market explicitly. We used data from
January 2010 to November 2023 and computed the
resulting returns over multiple periods (pi)i=1..n to
measure the horizon for which the sentiment score
is predictive as follows:

Rpi

t+1 =
Pt − Pt−pi

Pt−pi

• Rpi

t+1: The return over the pi period of the eq-
uity at time t+ 1.

• Pt: The value of the equity at current time t.

• Pt−pi
: The value of the equity at a pi period

before the current time.

On purpose, the return Rpi

t+1 is time stamped at
time t+ 1 to avoid any data leakage and ensures
that we have all the relevant data at the time of the
computation.

5.3. Correlation Results

The aim is to measure the correlation between
future equity market returns and the cumulative
sentiment score calculated over different periods.
Hence, we computed both Pearson and Spearman
coefficients to evaluate the relationship between
these variables two-by-two. The correlation
matrices are of size 49 by 49, hence contain 2401
elements.

The first experiment was to validate the differ-
ence in correlation provided by different periods for
the cumulative sentiment score and forward returns.
We provide in figure 3 the result for the US Tech
market. Figures 8, 9, 10, 11, 12 provide the results
for the other markets, namely US, Japan, Europe,
UK and Emerging markets for the Pearson correla-
tion matrices. Likewise, figures 25, 26, 27, 28, 29,
30 provide the Spearmann correlation matrices for
the same markets.

The overall correlation between sentiment scores
and future returns is positive, as evidenced by the
predominantly red color of the matrices. This posi-
tive correlation tends to increase with longer peri-
ods for both cumulative sentiment scores and for-
ward returns, forming a diagonal pattern. However,
for very long period of future returns we observe a
negative correlation.

Figure 3: Pearson correlation matrix of the cumula-
tive score and the NASDAQ
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These results are consistent across markets, sug-
gesting that the approach is robust and generaliz-
able.

Figure 3 showcases a red diagonal highlighting
the presence of positive correlation values, while
a blue diagonal signifies negative correlation pat-
terns. In the case of positive correlation, a diagonal
composed of the highest values is surrounded by
other elevated values, with the values diminishing
as they move away from the diagonal. We observe
that the values increase for longer periods of the
cumulated sentiment score. Moreover, the nega-
tive correlation pattern is evident in the long-term
market return, characterized by a diagonal of non-
correlated values, with a decrease of these values
observed to the right of this diagonal. This pattern
exists in all the other markets as proved in section
7.

5.4. T-test on the correlation
In order to validate the statistical significance of
the correlation values, we applied a t-test to all the
results. We focused on the p-value associated to
each test. Because the number of conducted test
is very large, we do all our T-test using the False
Discovery Rate method.

5.4.1. False Discovery Rate

The False Discovery Rate (FDR) is a statistical
method crucial for managing the challenge of mul-
tiple comparisons in large-scale experiments, as
introduced by (Benjamini and Yekutieli, 2001). In
contexts where numerous statistical tests are con-
ducted simultaneously, the FDR addresses the in-
creased risk of false positives by controlling the
expected proportion of false discoveries among all
significant results. This approach effectively regu-
lates the false selection rate, ensuring that only a
predetermined percentage of rejected hypotheses
are likely to be false positives. The procedure is
employed to rank p-values and determine a critical
threshold, enabling to identify statistically signifi-
cant results while managing the trade-off between
sensitivity and specificity.

5.4.2. T-Test Adaptation

In a two-tailed t-test, the p-value signifies the prob-
ability of observing a t-statistic as extreme as the
one calculated from the sample data, assuming the
null hypothesis holds. For correlation values, the
null hypothesis typically posits no significant corre-
lation between the variables. The FDR adapts the
threshold for improving the statistical significance
assessment in a large experiment case.

In figure 4 we plot in white all the correlations
whose p-value FDR adapted are below one per-

Figure 4: Adjusted p-value for the Pearson correla-
tion between the US Tech market and the cumula-
tive sentiment score

cent and the rest, that is to say, the correlation
values where we fail to reject the null hypothesis
of a non significant correlation value in grey with a
color scale. Most of the correlation matrix is white
indicating that the correlation numbers are mostly
statistically significant. Like what we did for the
correlation analysis, we can validate the tests on
other equity markets. Figures 13, 14, 15, 16, 17,
18 show that all equitites markets exhibit similar be-
havior for the p-values of Pearson correlation while
figures 31, 32, 33, 16, 17, 36 show that all equitites
markets exhibit similar behavior for the p-values of
Spearman correlation

5.4.3. The Mitigated Matrix

Consideration should be given exclusively to corre-
lation values demonstrating statistical significance.
Our aim is to adjust each correlation in accordance
with its corresponding p-value. As illustrated in Fig-
ure 4, the correlation matrix is modified using a
gradient approach. Specifically, correlation values
are retained as-is when p-values suggest statistical
significance. Conversely, in instances of increasing
p-value, the correlations are adjusted as follows:

ρmitigated
i,j = ρi,j × (1− pi,j) (3)

Here, ρi,j represents the correlation coefficient,
and pi,j denotes the associated p-value. Figure
5 displays the resulting mitigated correlation ma-
trix. This method allows for the prioritization of sta-
tistically significant correlations without excessive
discrimination.

Analysis reveals that the matrix’s region of in-
terest is predominantly significant. Non-significant
values are found in longer horizons for cumula-
tive_score and Equity return. These findings are
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Figure 5: Mitigated correlation between the US
Tech market and the cumulative sentiment score

applicable across various equity markets for both
Pearson and Spearman correlations. Figure 19, 20,
21, 23, 22, 24, 37, 38, 39, 41, 40, 42 corroborate
these results.

5.4.4. The Short Term Correlation

The correlation exhibits notable values within the
range of [−0.30, 0.53]. To emphasize statistical sig-
nificance, we focus exclusively on the matrix sec-
tion where p-values are below 0.01, representing
the white area. This selection yields significant
correlation results for the mid-term return and cu-
mulative sentiment score lag.

5.4.5. The Best Combinations

Among all the coefficients, we can exclude the non
significant ones according to a t-test, hence with
p-value exceeding the 0.01 threshold. We could
obtain the duo of variables that obtain the high-
est and lowest correlation values in table 2 and 3
respectively.

Score Equity Positive Correlation
S245 US Tech(125) 0.53
S205 US(95) 0.47
S245 Japan(135) 0.27
S80 Europe(35) 0.22
S80 UK(35) 0.25
S245 Emerging(125) 0.43

Table 2: Highest Pearson positive correlation val-
ues by equities

We remind that Sd represents the cumula-
tive score denoted in the matrix as "cumula-
tive_score(d)".

Score Equity Negative Correlation
S245 US Tech(245) -0.26
S5 US(245) -0.31
S245 Japan(245) -0.19
S5 Europe(245) -0.30
S5 UK(210) -0.18
S245 Emerging(245) -0.14

Table 3: Highest Pearson negative correlation val-
ues by equities

The analysis reveals a clear, positive relationship
between the cumulative score and equity returns,
with the strength of the correlation intensifying as
the lag size of the cumulative score increases. Inter-
estingly, as we delve into deeper cumulative scores,
the negative correlation diminishes. There is a dis-
cernible trade-off concerning the lag of the cumula-
tive score: seeking an optimal balance is crucial, as
the cumulative score lags behind the equity market.
We aim to maximize the correlation while maintain-
ing a current score reflective of the market’s status.
For instance, opting for a substantial lag in the cu-
mulative score may yield a strong correlation, yet
the estimator’s time relevance could be compro-
mised. This dynamic is evident in the correlation
matrix, where red signifies positive correlation and
blue indicates negative correlation, guiding us to-
wards a precise analysis. Markets demonstrate dif-
ferent degrees of sensitivity to the timing of news,
with the cumulative score’s correlation extending
over a more extended period than previously ob-
served with sentiment scores. The investigation
into the relationship between cumulative scores
and equity returns illuminates the crucial dynamics
of lag impact. The subsequent section will delve
into the intricate trade-off that exists between the
lag value of the score and the intensity of the signal
it provides.

6. Trade-Off Analysis of Financial
Indicators

The investigation into the relationship between
cumulative scores Sd and equity returns unveils
the pivotal dynamics of market reaction delays.
The forthcoming analysis explores the nuanced
trade-off between the depth of the cumulative
score—reflected by the subscript d in Sd—and the
predictive signal’s intensity it conveys. The term
d represents the depth of analysis, encapsulating
the cumulative effect of sentiment over a defined
period.

The depth of the cumulative score, denoted as
Sd, is mathematically defined as the aggregate sen-
timent measured over a period d. This period re-
flects the span over which the sentiment data is
cumulated, not to be confused with the delay in
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market reaction. The delay in market impact is in-
stead associated with the temporal shift applied to
the equity return data, which is examined against
the cumulative sentiment scores.

The correlation value, represented by ρ, quanti-
fies the strength and direction of the linear relation-
ship between the financial indicator’s cumulative
score Sd and the shifted equity returns. The mean
correlation value for different prediction horizons,
ranging from 1 to 12 months, is computed as fol-
lows:

ρ̄horizon(i) =
1

s× (j + 1)

s×(j+1)∑
k=1

ρi,k (4)

where ρ̄horizon(i) is the mean correlation at the
ith cumulative value for a given horizon, and ρi,k is
the correlation value at the ith cumulative value for
the kth shifted time point within the horizon. The
term s×(j+1) denotes the number of discrete time
intervals encapsulated within the horizon, where
j ∈ {0, 1, . . . , 11} and s is the number of equity
return included for mean computation.

Figure 6: US Tech Equity: Mean correlation of cu-
mulative score against shifted returns across hori-
zons

The objective of the analysis is to determine the
optimal depth dopt of Sd that maximizes ρ, while
still being timely enough to provide practical predic-
tive utility for market reactions. This optimal point
is characterized by the highest mean correlation
value that can be achieved before the utility of the
cumulative score is compromised by its stale reflec-
tion of market sentiment. Like what we did for the
correlation analysis, we can perform the same anal-
ysis for the other equity markets. This is provided
by figures 43, 44, 45, 46, 47, 48.

6.1. Optimal Point Determination
The apex of the curve in Figure 6 indicates the
optimal depth dopt of Sd, at which the mean corre-
lation ρ̄ is maximized. This peak represents the

ideal balance between comprehensive sentiment
analysis and timely market prediction, ensuring the
cumulative score’s relevance and predictive power.

To ascertain dopt, we locate the curve’s highest
point, which signifies the strongest linear relation-
ship between Sd and market performance, without
undue delay. Table 4 provides the optimal period
for each equity market over a prediction horizon of
one month. The step size s is 4 and includes the
market return on 20 days.

Equity dopt
US Tech 40

US 30
Japan 40

EU 25
UK 30
EM 30

Table 4: Mean correlation values for different equi-
ties over one month

7. Robustness over the Equities
Markets

This section examines the robustness of the iden-
tified pattern across different equity markets. The
question arises whether a universal pattern exists
within these markets. To address this, we compare
each matrix with the average correlation matrix,
representing the common pattern, and assess the
distance in terms of standard deviation of each ma-
trix from this common pattern. Like for the rest of
the paper on other indicators, we can notice con-
sistency across equities markets.

7.1. Computation of Mean Matrix and
Standard Deviation

The mean matrix, denoted as Z, is computed as
the average of all correlation matrices:

Z =
1

n

(
n∑

k=1

mk
i,j

)
(5)

where
(
mk

i,j

)
represents the i, j correlation ma-

trix coefficient of the k market and n is the total
number of markets. Strictly speaking, the mean
matrix is computed for each cell as the mean across
all markets. Likewise, for each matrix cell, we com-
pute the standard deviation of correlations across
all markets

Σ(Z) =
1√
n− 1

(
n∑

k=1

(
mk

i,j − zi,j
)2)

where zi,j =
∑n

k=1 m
k
i,j/n is the coefficient of the

mean matrix presented in equation 5
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7.2. Element-wise T-test Analysis
In order to ensure proprer resizing of each correla-
tion as well as the average correlation matrix, we
first z-score them as follows:

M̃k
ij =

Mk
ij − M̄k

ij

Σ(M)ij
(6)

For each market matrix with upper index k, we
conduct an element-wise T-test comparing it to the
mean matrix Z. The T-statistic is computed ele-
mentwise as:

Tij =
Mk

ij − Zij

Σ(Z)ij
(7)

The p-values are computed using two-tails test:

p = 1− 2× (1− CDFstudent(|T |)) (8)

7.3. Analysis of P-Value Results
Table 5 presents the percentage of each equity
market matrix where the p-value falls below the
0.01 significance threshold:

Equity Market % of Matrix
US Tech 80
US 91
Japan 92
Euro 86
United Kingdom 55
Emerging 75

Table 5: Proportion of Each Equity Matrix Validating
the Common Pattern

A score of 100% implies that the matrix perfectly
follows the pattern of the mean matrix, while a score
of 0% indicates no common pattern with the mean
matrix.

The results indicate a significant presence of the
identified pattern across all markets, with an espe-
cially pronounced effect in the Japanese market
(99%). The US Technology and US General mar-
kets exhibit substantial percentages (78% and 69%
respectively). This variation suggests a differential
impact of sentiment scores on equity returns across
these markets.

The high percentages in the Euro, United King-
dom, and Emerging Markets (ranging from 84% to
94%) further reinforce the ubiquity of the pattern.
These findings collectively suggest that sentiment
scores consistently influence equity returns across
diverse global markets, underpinning the robust-
ness of the identified pattern.

This analysis confirms the existence of a com-
mon pattern across various equity markets, linking
sentiment scores to equity returns. The consistency
of significant p-values across markets underscores

the widespread impact of investor sentiment on
market movements, presenting valuable insights
for market analysis and investment strategies.

7.4. Matrix quantile distance

A second method consists in doing a quantile differ-
ence test between each market correlation matrix
and the average over each market. Although this
approach is less well-known than the standard cor-
relation t-test, converting correlation matrices into
quantiles for each cell and then computing their
average absolute difference to judge the quantile
distance is a method to judge if two matrices share
a similar profile. This approach makes sense for
several reasons:

• Robustness: Quantiles are less affected by
outliers compared to raw correlation values.
This can give a more robust comparison, es-
pecially in the presence of extreme values.

• Normalization: It normalizes the scale of
comparison. Since correlation coefficients are
bounded between -1 and 1, converting them
to quantiles puts them on a uniform scale.

• Sensitivity to Distribution: This method is
sensitive to the distribution of correlation coef-
ficients across the matrices. By using quan-
tiles, you’re comparing the relative positions
of correlation coefficients, which can be more
informative about the similarity in patterns of
correlation.

• Interpretable Metric: The average absolute
difference is an easily interpretable metric
that quantifies the average discrepancy be-
tween the matrices in terms of their quantile-
transformed correlations.

Mathematically, if C1 and C2 are two correlation
matrices, converting them to quantiles involves re-
placing each correlation coefficient with its corre-
sponding quantile rank within the matrix that we
denote for each matrix i, j cell as Q1

ij and Q2
ij re-

spectively. The average absolute difference is cal-
culated as 1

n2

∑n
i=1

∑n
j=1 |Q1

ij − Q2
ij |, where n is

the dimension of the matrices. This value gives an
overall measure of how different the two matrices
are in their correlation structure.

Table 6 displays the proportion of each equity
market matrix with quantile difference above ten
percents. The results exhibit consistency with the
previous method table 5, confirming us that the sen-
timent news is consistent accross major equities
markets.
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Equity Market % of Matrix
US Tech 80
US 99
Japan 92
Euro 89
United Kingdom 51
Emerging 72

Table 6: Proportion of Each Equity Matrix Validating
the Common Pattern using quantile distance over
10%

8. Conclusion

In this paper, we look at the equity market reaction
to market news sentiment. We document signifi-
cant correlations between news market sentiment
and equity returns regarding the cumulative sen-
timent score. We also show that the correlation
reverts to a negative correlation over longer hori-
zons. We validate that this behavior exists in other
equity markets, validating the robustness of the pat-
tern. We suggest an optimal period that balances
the trade-off between the market’s reactivity to new
information and the strength of correlation between
sentiment score and forward equities returns.
Future research could elaborate on this sentiment
score to suggest a systematic NLP based long short
strategy on world wide equity indices.
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A. Appendix

A.1. Cumulative Sentiment Score
A.1.1. Pearson Correlation Results

Figure 7: Pearson correlation between the USTech and the cumulative sentiment score

Figure 8: Pearson correlation between the US and the cumulative sentiment score
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Figure 9: Pearson correlation between Japan and the cumulative sentiment score

Figure 10: Pearson correlation between Euro and the cumulative sentiment score
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Figure 11: Pearson correlation between the UK and the cumulative sentiment score

Figure 12: Pearson correlation between EM and the cumulative sentiment score
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A.1.2. P-value Pearson Correlation Results

Figure 13: P-value for Pearson correlation between the U.S. and the cumulative sentiment score

Figure 14: P-value for Pearson correlation between USTech and the cumulative sentiment score
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Figure 15: P-value for Pearson correlation between Japan and the cumulative sentiment score

Figure 16: P-value for Pearson correlation between Euro and the cumulative sentiment score
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Figure 17: P-value for Pearson correlation between the UK and the cumulative sentiment score

Figure 18: P-value for Pearson correlation between EM and the cumulative sentiment score

17



A.1.3. Mitigated Pearson Correlation Results

Figure 19: Mitigated Pearson correlation between the USTech and the cumulative sentiment score

Figure 20: Mitigated Pearson correlation between the US and the cumulative sentiment score
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Figure 21: Mitigated Pearson correlation between Japan and the cumulative sentiment score

Figure 22: Mitigated Pearson correlation between Euro and the cumulative sentiment score
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Figure 23: Mitigated Pearson correlation between the UK and the cumulative sentiment score

Figure 24: Mitigated Pearson correlation between EM and the cumulative sentiment score

20



A.1.4. Spearman Correlation Results

Figure 25: Spearman correlation between USTech and the cumulative sentiment score

Figure 26: Spearman correlation between the U.S. and the cumulative sentiment score
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Figure 27: Spearman correlation between Japan and the cumulative sentiment score

Figure 28: Spearman correlation between Euro and the cumulative sentiment score
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Figure 29: Spearman correlation between the UK and the cumulative sentiment score

Figure 30: Spearman correlation between EM and the cumulative sentiment score
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A.1.5. P-value Spearman Correlation Results

Figure 31: P-value for Spearman correlation between the U.S. and the cumulative sentiment score

Figure 32: P-value for Spearman correlation between USTech and the cumulative sentiment score
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Figure 33: P-value for Spearman correlation between Japan and the cumulative sentiment score

Figure 34: P-value for Spearman correlation between Euro and the cumulative sentiment score
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Figure 35: P-value for Spearman correlation between the UK and the cumulative sentiment score

Figure 36: P-value for Spearman correlation between EM and the cumulative sentiment score
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A.1.6. Mitigated Spearman Correlation Results

Figure 37: Mitigated Spearman correlation between USTech and the cumulative sentiment score

Figure 38: Mitigated Spearman correlation between the U.S. and the cumulative sentiment score
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Figure 39: Mitigated Spearman correlation between Japan and the cumulative sentiment score

Figure 40: Mitigated Spearman correlation between Euro and the cumulative sentiment score
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Figure 41: Mitigated Spearman correlation between the UK and the cumulative sentiment score

Figure 42: Mitigated Spearman correlation between EM and the cumulative sentiment score
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A.2. Optimal Point Determination for the Cumulative Score Lag-Value

Figure 43: US Tech: Correlation of cumulative score lag over time.

Figure 44: US: Correlation of cumulative score lag over time.
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Figure 45: Japan: Correlation of cumulative score lag over time.

Figure 46: Euro: Correlation of cumulative score lag over time.
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Figure 47: UK: Correlation of cumulative score lag over time.

Figure 48: EM: Correlation of cumulative score lag over time.
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